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This paper presents an application of  the simulated annealing heuristic to the problem of  designing 
computer communication networks. This problem essentially consists in finding the least-cost network 
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1. INTRODUCTION 

The computer communication eetwork design problem 
can be described as the process of generating network 
topologies that satisfy a given set of performance and 
reliability constraints at least cost. This problem is 
known in the literature as the topological design prob- 
lem of distributed computer networks, t-4 

This paper deals with packet-switched backbone 
networks. They are usually modeled by a graph G = 
(N, E), where N is the set of switching nodes and E is a 
set of edges representing communication links between 
pairs of nodes. 5-9 More specifically, the nodes and 
edges respectively represent computers and full duplex 
communication links between pairs of computers (full 
duplex links allow information to be simultaneously 
carried in both directions). Each message is broken at 
the source node into ordered small blocks called pack- 
ets, that are labeled with the destination address of the 
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entire message. The resulting packets, instead of travel- 
ing along paths reserved in advance, adaptively find 
their way through the network independently of each 
other, in a store-and-forward fashion, until they reach 
the destination node where the original message is 
reassembled. 

The problem is known to be "NP-hard". 1° It follows 
that it cannot be solved in polynomial time. Therefore, 
it is reasonable to look for a quick "good" feasible 
solution to this problem rather than attempting to solve 
it to optimality. 

This paper presents an application of the simulated 
annealing method to the problem of designing 
computer network topologies. Simulated annealing is 
an optimization heuristic. It can be viewed as a genera- 
lization of local search in the sense that it occasionally 
moves in directions that temporarily deteriorate the 
value of the objective function, which sometimes allows 
the search to move away from a local optimum. Section 
2 describes models, parameters, variables and con- 
straints generally used in the context of computer 
network topological design, then analyzes conventional 
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approaches often used to solve this problem. Section 3 
outlines intelligent heuristic approaches, then examines 
how simulated annealing can be adapted to the context 
of this specific problem. Section 4 discusses the results 
of computational experiments performed with the 
simulated annealing approach on various network 
topologies. Section 5 summarizes the most important 
issues of this paper and suggests new research direc- 
tions. 

2. TOPOLOGICAL DESIGN OF COMPUTER 
NETWORKS 

An extended discussion of the network topological 
design problem is beyond the scope of this paper. 
Several aspects and considerations of this problem have 
been reported in Refs 9-13. In this paper, the focus is 
on the backbone topological design problem which can 
be stated as follows: ~4 

E), ]N[=n and IE l=m.  Let G -- (N, 

Given: 
(1) 
(2) 

(3) 

(4) 

(5) 

the n node locations 
the traffic requirements between every node 
pair 
the technological constraints (capacity limits, 
the discreteness of the capacity values, etc.) 
the cost elements (line tariff structures, switch 
costs, etc.) 
an upper limit on the average packet delay in 
the network 

(6) the reliability requirements 

Objective: 
Find a least-cost network such that the traffic, 
delay, and reliabilty requirements are satisfied 
within the technological constraints 

Over: 
(1) all possible topological configurations 
(2) all possible capacity assignments 
(3) all possible flow assignments and routings 

Denote by 7ij ( i , j =  1, 2 . . . . .  m, i~ j )  the number of 
packets per second exchanged between nodes i and j, 
called the end-to-end traffic of the node pair (i, j); 
denote by y the total traffic of the network. The traffic 
requirements can be represented by a traffic matrix 
F = (Yij). The estimation of F is generally inaccurate a 
priori because, over time, the true value of Vii depends 
on network parameters such as the allocation of 
resources to computers, the demand for resources and 
so on, which are difficult to forecast and are subject to 
changes with time and network growth.J 

Each link k is characterized by two typical attributes: 
flow fk, defined as the effective data rate on link k (in 
bits/second or bps), and capacity Ck representing an 
upper limit on the rate of data transmission along link k 
(in bps). The flow vector f =  (fk) is uniquely determined 
by the traffic matrix, and by the routing strategy. 15'~6 

The capacity vector C =  (Ck) must be large enough to 
support the flow, i.e. fk <<- Ck. Because of technological 
constraints, the value of Ck must be calculated as a 
combination of basic capacity units chosen from among 
a finite set of available commercial options: 1.2, 2.4, 
4.8, 19.2, 56.0, 100 kbps (kilobit/second), etc. 

The average packet delay T is the mean time that 
packets take to travel from origin to destination in the 
network. It can be expressed as follows: L3 

1 ',0,- W2 fk 
T = -  . (1) 

y = ( G - f k )  

The average packet delay is the most useful measure to 
evaluate the performance of the communication 
network. The upper limit on the average packet delay 
in the network is denoted by Tmax. 

The reliability of a computer network can be stated 
in a number of ways. It can be defined as the prob- 
ability of having a successful communication between 
every pair of nodes.17 18 It is often associated with the 
concept of graph connectivity which refers to the fact 
that there is at least one path or route between any two 
nodes of the network. 17-20 In fact, for connecting two 
nodes, a path is required whenever there is no direct 
edge linking them. The paths between two nodes can 
be edge-disjoint or node-disjoint. Two paths between 
source i and destination j are said to be edge-disjoint if 
and only if they do not share any edge. Two paths 
between source i and destination j are said to be node- 
disjoint if and only if they do not share any node, except 
i and j considered as origin and destination. 
Edge-connectivity can be defined as the minimum 
number K of edge-disjoint paths over all node pairs, 
whereas node-connectivity measures the minimum 
number of node-disjoint paths over all node pairs. In 
order to satisfy high reliability requirements, a node- 
connectivity greater than 2 is recommended, i.e. 
K-node-connectivity, with K > 2.14.21.22 

The risk of combinatorial explosion related to blindly 
selecting links of topological configurations and to 
assigning capacities to these links, the nonlinearity of 
relevant functions such as network cost and average 
packet delay T, the discreteness of link capacities 
available on the telecommunication market, are exam- 
ples of the difficulties related to this combinatorial 
optimization problem. It follows that in practice the 
topological backbone design problem can only be 
solved by heuristic methods that severely reduce the 
search space of candidate topologies. 

Most conventional design methods are essentially 
simple-minded local search heuristics that work as fol- 
lows. An initial feasible network topology is devised by 
some ad hoc procedure and, subsequently, the current 
topology undergoes a small modification and is updated 
if the effect of that modification is to lower the cost of 
the network without making it infeasible; the process is 
terminated when the first local minimum is reached. 
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Once the topological configuration and the capacities 
are determined, the flow deviation method can be used 
to compute the link flows. 23 

A variety of flow deviation algorithms have been 
developed to iterate between capacity assignment and 
flow assignment until a local minimum is reached. 14 The 
branch-exchange, 24 concave branch elimination 25 and 
cut-saturation 1~ algorithms, and the method reported in 
Ref. 26, are examples of such optimization techniques 
which are search procedures aiming at optimizing the 
network structure by sequentially modifying small 
sections of a larger network. 

3. INTELLIGENT HEURISTIC APPROACHES 

Artificial intelligence and knowledge-based systems 
are characterized by their ability to represent and 
manipulate heuristic knowledge that can be used to 
solve complex decision problems. There exists signifi- 
cant works which adopt a hybrid strategy, combining 
powerful optimization algorithms and flexible heuristic 
procedures for solving difficult combinatorial optimiza- 
tion problems. For instance, Dutta and Mitra ~4 have 
developed a method for integrating heuristic design 
knowledge with optimization models, to create a tool 
for the topological design of computer communication 
networks. In the same vein, Samoylenko 17 has applied 
heuristic problem-solving methods based on artificial 
intelligence techniques to computer communication 
network design. Sykes and White 2s have presented the 
conceptualization of, and specifications for, a know- 
ledge system to assist an experienced network designer 
in the design of packet-switched data network back- 
bone topologies. 

On the other hand, a new approach based on the 
artificial intelligence paradigm has recently been deve- 
loped for the topological design of computer networks. 
It consists in using a knowledge-based system which 
essentially attempts to make progressive improvements 
on a starting topology. This approach can be summar- 
ized as follows: an initial topology is generated by a 
module called an initial topology generator from data 
specified by the user. This topology is fed into another 
module called an example generator which then applies 
a sequence of perturbation cycles to it, in order to 
produce examples, i.e. topologies satisfying a given set 
of performance and reliability constraints. To improve 
the solution resulting from the perturbation cycles, a 
learning cycle may be started: through this process, the 
system mainly tries to infer new perturbation rules from 
the set of generated examples. The implementation of 
this approach results in an intelligent system, called 
SIDRO, capable of auto-modifying its initial know- 
ledge by gaining additional knowledge through induc- 
tive rules. More details on this system can be found in 
Refs 29 and 30. 

As mentioned in Ref. 29, this approach can be 
considered as an attempt to generalize a local search. In 

this sense, it is similar to heuristic methods such as the 
simulated annealing and the genetic algorithms. In the 
sequel, this paper will focus on the application of 
simulated annealing to designing communication 
network topologies. 

3.1. Simulated annealing method 
Simulated annealing is a search procedure in which 

the current solution is continually compared to configu- 
rations that are "close" to it, i.e. that can be obtained 
by carrying out a small perturbation. 3L32 If a pertur- 
bation results in an improved solution, it is accepted 
and the current solution is updated accordingly; other- 
wise it has a probability of being accepted which is close 
to 1 at the beginning, but decreases and converges to 
zero as the search progresses. By accepting an 
occasional worsening of the current solution, one 
avoids being trapped too early in a local optimum. On 
the other hand, decreasing the probability of accepting 
a worsening perturbation guarantees that the algorithm 
will eventually converge and will be less likely to move 
away from a global optimum after having approached 
it. The algorithm stops with a local optimum and the 
solution provided is the best among all configurations 
found by the algorithm. In the search for as good a 
solution as possible, one may execute the simulated 
annealing algorithm a large number of times with 
various initial solutions. Figure 1 presents a brief 
description of the simluated annealing algorithm in 
pseudo-PASCAL. 33 

The name of this algorithm comes from an analogy 
between its behavior and that of a well-known physical 
process of thermodynamics and metallurgy, called 
annealing, by which a metal is first melted at a very high 
temperature and then slowly cooled until it solidifies; 
when cooled slowly enough, it tends to solidify in a 
structure of minimal energy) 4 It is customary for simu- 
lated annealing practitioners to use the word tempera- 
ture to designate the parameter 0 that controls the 
probability of accepting a worsening perturbation over 
time. At the beginning, 0 is set to a very high value; 
later it is multiplied by a factor a(0 < a < 1), called the 
cooling rate or the annealing factor, after every L 
iterations or trials. L represents the length of a plateau, 
and the rule according to which 0 is defined is called a 
cooling schedule. 

3.2. Topological design by simulated annealing 
In the context of topological design of packet- 

switched computer networks, simulated annealing 
starts with an initial topological configuration chosen to 
be K-connected, with K= 2 , . . . ,  5, depending on the 
desired level of reliability. At each subsequent step, 
one examines new configurations that are "close" to the 
current solution in the sense that they can be obtained 
from it by performing a small perturbation. A new 
configuration replaces the current one if either its total 
link cost is less than the total link cost associated with 
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Procedure Simulated_annealing; 
BEGIN 

Initialize(Top0,00, L, ct); 

k := 0; 

SolutionI := Top0; 

REPEAT 

FOR I :=1  TO L DO 

BEGIN 

GENERATE(SolutionJ ~ Neighborhood of SolutionI); 

IF Cost(SolutionJ) < Cost(SolutionI) THEN 

SolutionI := SolutionJ 

ELSE 

IF exp[Cost(SolutionI) - Cost(SolutionJ)/0k] > Random [0,1) THEN 

SolutionI := SolutionJ; 

END; 

0k+l := 0k*0t. 

k : = k +  1; 

UNTIL Stop_criterion; 

END; 

Fig. 1. Simulated annealing algorithm. 

the current configuration, or the acceptance rule forces 
one to accept it. Before applying simulated annealing 
to solve a specific problem, decisions must be made 
about a number of specific questions such as the man- 
ner in which to generate an initial configuration, the 
cost of a configuration, the neighborhood of a configu- 
ration (i.e. the set of configurations that are considered 
close to it), and the definition of a feasible solution, and 
about the values of some control parameters. 

The generation of the initial configuration is achieved 
by the following procedure: 

Step 1: Fix n the number of nodes of the network, and 
their coordinates. 

Step 2: Fix K the desired degree of connectivity. 
Step 3: Compute Euclidean distances for every pair of 

nodes and sort the distances in increasing order. 
Step 4: Build a minimum spanning tree. 
Step 5: Sequentially add shortest links between nodes 

of smallest degrees until all nodes have degree 
greater than or equal to K. 

Step 6: If the network is K-connected, go to Step 7; 
else add shortest links between nodes of smal- 
lest degrees until the network becomes 
K-connected. 

Step 7: Draw up the initial topological configuration. 

The above-mentioned test of K-connectivity (Step 6) 
is performed according to the algorithm described in 
Ref. 18. 

The cost of a configuration is defined as the total link 
cost D of the topology associated with this configu- 

ration. A topology is a neighbor of another topology if 
and only if it satisfies the following criteria: 

(1) It is obtained by replacing two links {i~,jl} and 
{i2,j2} of the current topology by the pair of 
new links {i~,jz} and {i2,]1}, o r  the pair {il, i2} 
and {Jl, jz}- 

(2) It is K-connected, with 2 ~< K ~< 5. 
(3) Its average delay T is less than or equal to the 

maximum allowable delay Treas. 

4. COMPUTATIONAL EXPERIMENTS AND 
RESULTS 

In order to test the efficiency of simulated annealing 
in the context previously described, two numerical 
applications have been undertaken on an IBM PC 386 
with a set of twenty nodes or sites. In both cases, the 
problem was to find 3-connected topologies which guar- 
antee a maximum allowable delay Tmax=50 ms per 
packet. For the sake of simplicity and without loss of 
generality, the traffic is assumed to be uniform and 
equal to 10 packets/s for every pair of nodes. The 
average packet length has been taken to be 1000 bits. 
The set of capacity options available and used is shown 
in Table 1. 

The temperature parameter  must have a very high 
initial value. 35 Good results have been obtained with a 
value of T equal to the difference between the cost of 
the complete topology and the cost of the initial topol- 
ogy. Annealing factors equal to 0.9, 0.7 and 0.5 have 
been used to decrement the level of the temperature 
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Table 1. Capacity options and costs 

Capacity Variable cost Fixed cost 
(kbps) [($/month)/km] (S/month) 

9.6 3.0 10.0 
19.6 5.0 12.0 
56.0 10.0 15.0 

100.0 15.0 20.0 
200.0 25.0 25.0 
560.0 90.0 60.0 

Table 2. Node locations for the first network 

No. X Y No. X Y 

1 205 230 11 220 370 
2 170 420 12 310 410 
3 580 150 13 500 390 
4 480 80 14 320 240 
5 90 130 15 205 85 
6 40 210 16 280 20 
7 400 370 17 590 310 
8 435 185 18 20 400 
9 530 250 19 365 40 

10 275 165 20 50 30 

down  to 0.05, cons ide r ed  as a s top  c r i te r ion .  F o r  each  
f ixed t e m p e r a t u r e  va lue ,  a n u m b e r  of  a t t e m p t s  at  
changing  the  cu r r en t  so lu t ion  were  m a d e .  

4.1. First application 

T a b l e  2 shows the  node  loca t ions  for  the  first n e t w o r k  
r e p r e s e n t e d  by  the  set  of  Ca r t e s i an  c o o r d i n a t e s  X and  
Y. T h e  ini t ia l  t o p o l o g y  c o r r e s p o n d i n g  to  the  set  of  d a t a  
is shown on Fig.  2. Its to ta l  l ink cost  D =  
$208 ,991 /month  and  its ave rage  de l ay  T =  37.11 ms p e r  
packe t .  T a b l e  3 gives the  va lues  o f  the  l ink a t t r ibu tes  
for  this  ini t ia l  t opo logy .  

F r o m  this  ini t ial  t o p o l o g y ,  the  s imu la t ed  annea l ing  
a lgo r i t hm p e r f o r m s  a n u m b e r  of  cycles.  Each  cycle 
c o r r e s p o n d s  to  5 t r ia ls  (L  = 5) to  mod i fy  the  cu r ren t  
t opo logy ;  a f te r  a cycle ,  the  va lue  of  the  t e m p e r a t u r e  is 
d e c r e m e n t e d  by  an  annea l ing  fac tor  of  0.7. F igure  3 

2 A12 

3 

20 
16 

Fig. 2. Initial topology for the first network. D = $208,991/month and 
T= 37.11 ms. 

Table 3. Link attributes of the initial topology (lst network) 

Link Length Flow (kbps) Capacity (kbps) 

1-6 166 170 200.0 
1-10 96 150 200.0 
1-11 141 300 560.0 
1-14 115 250 560.0 
2-11 71 90 100.0 
2-12 140 100 200.0 
2-18 151 90 100.0 
3-4 122 90 100.0 
3-8 149 70 100.0 
3-9 112 50 56.0 
3-17 160 30 56.0 
4-8 114 140 200.0 
4-19 122 170 200.0 
5-6 94 140 200.0 
5-15 123 130 200.0 
5-19 289 60 100.0 
5-20 108 10 19.2 
6-18 191 80 100.0 
6-20 180 50 56.0 
7-12 98 210 560.0 
7-13 102 250 560.0 
7-14 153 220 560.0 
8-9 115 200 560.0 
8-14 127 380 560.0 
9-13 143 120 200.0 
9-17 85 80 100.0 

10-14 87 280 560.0 
10-15 106 240 560.0 
10-16 145 140 200.0 
11-12 98 100 200.0 
11-18 202 60 100.0 
13-17 120 50 56.0 
15-16 99 100 200.0 
15-20 164 90 100.0 
16-19 87 130 200.0 

shows the  evo lu t ion  of  n e t w o r k  costs  as a funct ion  of  
the  n u m b e r  of  t r ials ,  and  Fig.  4 p re sen t s  the  topo log ica l  
conf igura t ion  or  local  so lu t ion  o b t a i n e d  at the  second  
a t t e m p t  of  the  th i rd  cycle,  w he re a s  T a b l e  4 ga the r s  
resul ts  r e l a t ed  to the  length ,  the  flow and  the  capac i ty  
of  l inks which def ine  the  c o r r e s p o n d i n g  topo logy .  F o r  
this t opo logy ,  the  to ta l  l ink cost  is $186 ,376/month ,  
which r ep re sen t s  a saving of  $22 ,615/month  in c o m p a r i -  
son with the  to ta l  l ink cost  of  the  initial  t opo logy .  
F igure  5 shows the  var ia t ions  of  the  to ta l  l ink cost  D 
with the  average  de lay  T for  the  d i f fe ren t  t opo log ie s  
g e n e r a t e d  dur ing  the  p e r t u r b a t i o n  process .  Tab le  5 

I Cost 
(K $) 

24O 

230 

220 ~ 
210 
200 
190 
180 

0 5 .0 .5 20 25 30 5 
Fig. 3. Evolution of the network costs as a function of the number of 

trials. 
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A 1 2  

2O 
16 

Fig. 4. Local solution obtained with an annealing 1"actor of 
D = $186,376/month and T= 47.34 ms. 

0.7. 

summarizes the results obtained as a function of the 
size of the network, whereas Table 6 presents the 
results as a function of the annealing factor and the 
number of trials per cycle. 

4.2. Second application 

Table 7 shows the Cartesian coordinates X and Y of 
the 20 nodes defining the second network. Figure 6 
presents the topological configuration related to the 

Table 4. Link attributes of the local solution 

Link Length Flow (kbps) Capacity (kbps) 

1-10 96 370 560.0 
1-11 141 160 200.0 
1-15 145 190 200.0 
2-6 247 90 100.0 
2-11 71 80 100.0 
2-12 140 140 200.0 
3-4 122 90 100.0 
3-9 112 80 100.0 
3-10 305 40 56.0 
3-17 160 30 56.0 
4-8 114 160 200.0 
4-19 122 170 200.0 
5-6 94 140 200.0 
5-15 123 1311 200.0 
5-19 289 60 100.0 
5-20 108 10 19.2 
6-18 191 81) 100.0 
6-20 180 5(1 56.0 
7-12 98 21(I 560.0 
7-13 102 250 560.0 
7-14 153 220 560.0 
8-9 115 200 560.(I 
8-14 127 380 560.0 
9-13 143 120 200.0 
9-17 85 80 100.0 

10-14 87 280 560.0 
10-15 106 240 560.0 
10-16 145 140 200.0 
11-12 98 100 200.0 
11-18 202 60 100.0 
13-17 120 50 56.0 
15-16 99 100 200.0 
15-20 164 90 100.0 
16-19 87 130 200.0 

Tmax 

250 1 Cost 1 
(K $) , 

** ****a***** ** 
200 / * *** 1.**** , * * * *  * *  * 

100 2 0  3 0  4 0  2,0 

average delay 
bO (msec) 

a : initial topology z : local solution 
Fig. 5. Total link cost vs average delay for various topologies. 

initial topology, whereas Table 8 gives the attribute 
values of the links which define this topology. 

Figure 7 presents the local solution obtained with an 
annealing factor of 0.7. Table 9 gathers results related 
to the flow and the capacity of links which define the 
topology of the local solution. 

4.3. Result analysis 

As shown in Figs 2 and 3, the total link cost of the 
initial topology is reduced from $208,991/month to 
$186,376/month, i.e. an improvement of 11% for this 
network. In the case of the second application network, 
this improvement is of 8%, for a total link cost of 
$197,776/month for the initial topology of Fig. 6, and of 
$182,662/month for the local solution of Fig. 7. In both 
cases, average delay and 3-connectivity constraints are 
satisfied, since T is always ~< Tmax=50ms and each 
node pair is linked by at least three node-disjoint paths. 

With reference to Tables 3 and 8, the results show 
that link flows are not uniformly distributed, even if all 
traffic requirements between pairs of nodes are equal. 
This illustrates the role played by routing in determin- 
ing flow and capacity assignments. 

On the other hand, it is observed in Fig. 5 that some 
network topologies have the same total link cost but 
different values of average delay, whereas there are 
some others which have the same average delay but 
different values of total link cost. Hence,  there is no 
deterministic relationship enabling one to forecast the 
behavior of the cost function when the average delay 
varies. 

With reference to Table 5, one can observe that the 
CPU time and the total link cost increase quasi-linearly 
with the average delay which decreases with the 
number of nodes. Moreover, it appears that the 
number of trials L has a significant effect on the total 
link cost which decreases when L increases, for a 
constant value of a, as indicated in Table 6. 

"Fable 5. Results obtained as a function of the size of the network 

No. of CPU time Initial cost (S/month) Final cost (S/month) 
nodes (rain) Initial delay (ms) Final delay (ms) 

10 3 32,953 32,953 
87.90 87.90 

15 4 87,835 71,005 
42.22 65.44 

20 6 208,991 186,376 
39.99 47.34 
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Table 6. Results obtained as a function of the annealing factor and the number of trials per 
cycle (plateau length) 

Initial cost: 208,991 Initial cost: 87,835 Initial cost: 32,953 
Initial delay: 37.11 Initial delay: 42.22 Initial delay: 87.90 

Final cost (S/month) Final cost (S/month) Final cost (S/month) 
Final delay (ms) Final delay (ms) Final delay (ms) 

a L n=20 n= 15 n= 10 

0.5 5 199,138 77,916 32,953 
39.78 51.63 87.90 

0.5 10 174,093 74,985 32,953 
42.80 47.71 87.90 

0.7 5 186,376 71,005 32,953 
47.34 65.44 87.90 

0.7 10 180,814 68,260 32,953 
40.32 55.57 87.90 

0.9 5 198,973 76,065 32,953 
50.34 53.34 87.90 

0.9 10 186,808 68,260 32,953 
39.58 55.57 87.90 

67 

Table 7. Node locations for the second network 

No. X Y No. X Y 

l 250 360 11 100 300 
2 165 420 12 350 420 
3 600 100 13 550 360 
4 480 55 14 320 240 
5 90 130 15 205 85 
6 150 250 16 365 40 
7 400 325 17 595 310 
8 435 185 18 15 260 
9 530 250 19 415 80 

10 275 165 20 50 25 

ob ta ined  in r easonab le  C P U  times.  Like  the artificial 

in te l igence approach  descr ibed  in Ref .  29, s imula ted  

annea l ing  is shown to be robust  and flexible,  in t e rms  of  

conve rgence  speed  and range  of  design issues and 

constraints  that  it can a c c o m m o d a t e .  

In the near  fu ture ,  the i m p l e m e n t a t i o n  o f  this 

approach  will be  modif ied  in o rde r  to m a k e  it in terac-  

t ive,  and to faci l i tate human  in te rven t ion  dur ing the 

Table 8. Link attributes of the initial topology (2rid network) 

Link Flow (kbps) Capacity (kbps) 

5 .  C O N C L U D I N G  R E M A R K S  1-2 
1-12 

This  pape r  has shown that  the appl ica t ion  o f  simu- 1-14 

la ted  annea l ing  to designing d is t r ibuted  c o m p u t e r  2-11 

ne tworks  is promis ing .  In o rde r  to ver i fy  the qual i ty  of  2-12 3-4 
solut ions  g e n e r a t e d  by this m e t h o d ,  several  computa -  3-8 

t ional  expe r imen t s  have  been  pe r fo rmed .  The  results  3-17 
have  d e m o n s t r a t e d  that  this approach  can be used for  3-19 4-19 
solving this ve ry  hard  combina to r i a l  op t imiza t ion  prob-  5-6 

lem,  since good ,  low-cost  feasible  solut ions have  been  5-15 
5-18 

2 12 5-20 
6-10 

la 6-11 
6-18 

r 7-9 
17 7-12 

7-13 
~e 11 7-14 

e 8-9 
8-14 
8-19 
9-13 
9-17 

10-14 
10-15 

4 3 10-16 
11-18 
13-17 

is le  15-16 
15-20 
16--19 

Fig. 6. Topological configuration of the initial topology generated. 18-20 
D = $197,776/month and T= 42.40 ms. 

120 200.0 
50 56.0 

170 200.0 
130 200.0 
90 100.0 

100 200.0 
70 56.0 
30 100.0 
10 19.2 
90 100.0 

100 200.0 
20 200.0 

170 56.0 
20 56.0 

260 560.0 
110 200.0 
20 56.0 

120 200.0 
200 560.0 
140 200.0 
220 560.0 
350 560.0 
320 560.0 
190 200.0 
40 56.0 
90 100.0 

420 560.0 
260 560.0 
150 200.0 
40 56.0 
60 100.0 

130 200.0 
130 200.0 
90 100.0 
10 19.2 
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2 12 

13 

17 

18 

5 4 3 

15 16 

Fig. 7. Topological configuration of the local solution obtained with 
an annealing factor of 0.7. D = $182,662/month and T= 39.72 ms. 

Table 9. Link attributes of the local solution (2nd network) 

Link Flow (kbps) Capacity (kbps) 

1-6 90 200.0 
1-12 140 200.0 
1-14 150 200.0 
2-12 150 200.0 
2-17 20 56.0 
2-18 80 100.0 
3-4 30 56.0 
3-16 40 56.0 
3-18 10 19.2 
3-19 110 200.0 
4-15 50 56.0 
4-16 170 200.0 
5-6 160 200.0 
5-15 20 200:0 
5-18 80 100.0 
5-19 lO 200.0 
5- 20 120 200.0 
6-10 270 560.0 
6-11 170 200.0 
7-12 210 560.0 
7-13 160 200.0 
7-16 120 200.0 
8-9 170 200.0 
8-10 180 200.0 
8-14 170 200.0 
8-19 340 560.0 
9-11 50 56.0 
9-13 210 560.0 
9-15 50 56.0 

l&14  90 560.0 
11-18 100 200.0 
13-17 110 200.0 
14-15 90 100.0 
15-20 110 200.0 
16-19 280 560.0 
17-20 10 19.2 

process of designing network topologies. In fact, the 
addition of such a module which operates as a user 
interface module of a knowledge-based system will 
make it easier to perform sensitivity analysis of the 
results. 
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